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Figure 1: VizLens Main User Interface. A user can add an interface by taking a photo of the interface (a-c). After the system 
process the interface image (d), users can explore and edit detected buttons (e), name it (f) and use it in live interaction mode (g). 

ABSTRACT 
Blind or Visually Impaired (BVI) people often encounter fat, inac-
cessible interfaces. Current solutions lack cost-efectiveness, porta-
bility, and robustness in real-world settings. We introduce VizLens, 
a fully-automated, full-stack mobile application powered by com-
puter vision algorithms. The system is deployed and publicly avail-
able through the Apple App Store (https://vizlens.org/). From May 
to August 2023, we had 665 users, who uploaded 1,320 interface 
images. We aim to use it to study usage patterns and possible chal-
lenges BVI users may encounter with fat interfaces through a 
large-scale study in real-world settings. With in-depth analysis of 
user data and activity logs, our study will provide insights into BVI 
users’ interface interests, preferred assistance modes, and potential 
challenges due to system limitations or users’ diverse abilities. Our 
goal is to enhance the understanding of how BVI users interact with 
inaccessible, fat interfaces, and inform future assistive technology 
design. 

CCS CONCEPTS 
• Human-centered computing → Accessibility systems and 
tools; Empirical studies in HCI. 
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1 INTRODUCTION 
Flat interfaces are commonly found in daily lives. From microwave 
control pads to kiosks at restaurants, interacting with these inter-
faces has become an essential step to perform tasks independently. 
However, many of them remain inaccessible to blind or visually 
impaired (BVI) users. The lack of audio or tactile feedback makes it 
challenging or impossible for BVI users to independently explore 
possible options on the interface and navigate toward the button 
they want to press. This may require assistance from sighted people 
nearby, which may not always be available. 

Various commercial and research solutions have been proposed 
to tackle this problem. Recent products like Be My Eyes [4] and Aira 
[3] ofer remote assistance via mobile devices, but have problems 
with availability or high cost. Prior studies have tried approaches 
to use computer vision [5, 10, 11], crowd-sourcing [7], or both 
[6, 8] to generate guidance. However, some of the approaches need 
additional cameras and still have problems in terms of cost and 
portability [11]. Robustness is another issue as they cannot cover 
a wide range of use cases in the real world [5] and fail to provide 
enough trustworthiness and independence for BVI people. 

https://vizlens.org/
https://doi.org/10.1145/3597638.3614493
https://doi.org/10.1145/3597638.3614493
https://doi.org/10.1145/3597638.3614493
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Figure 2: VizLens System Diagram. (a) Creating an interface: 
Users can send a photo of their interface and the system will 
process and generate a labeled reference image. (b) Using the 
Interface: the system locates the interface and fngertip from 
the video frame based on the reference image, and announces 
the button being pointed. 

Therefore, we introduce VizLens, a full-stack mobile applica-
tion upgraded from the previous prototype that enables users to 
access interfaces in daily life. The system is backed up by com-
puter vision algorithms, thus fully automated and efcient. It is 
deployed and publicly available through the Apple iOS App Store 
(https://vizlens.org/), and we hope to use this system to study BVI 
people’s usage patterns and possible challenges on fat interfaces 
through a large-scale study in real-world settings. With the per-
mission from users, we collect user data and activity logs, aiming 
to understand i) what interfaces BVI people are interested in; ii) 
modalities they prefer when getting assistance; and iii) challenges 
they may encounter, which could arise from our system limitations 
or some specifc tasks. From 05/01/2023 to 08/17/2023, we had 665 
users, who uploaded 1,320 interface images. Overall, we aim to use 
this deployment study to better understand BVI people’s interaction 
with fat, inaccessible interfaces and provide design implications 
for future assistive technologies. 

2 VIZLENS SYSTEM 
VizLens is an accessible system that can help BVI users use appli-
ances with fat touch interfaces. It consists of an iOS app for user 
interaction and a Firebase database to sync user data. 

2.1 Mobile App and User Interface 
VizLens, powered by Firebase, supports user authentication and 
can sync users’ data over diferent devices. Users will be able to add 
an image of an appliance either from the camera or album. The app 
will process the image and return a labeled interface image, which 
will be stored as a reference image. Details of image processing will 
be discussed in section 2.2. Then, the user can access the added 
interface from the main screen and start exploring the interfaces 
via either the virtual mode or live interaction mode. Virtual mode 
aims to help users learn the layout of their interface. Its modality 
is similar to using VoiceOver: the screen will show the labeled 
interface image, and audio will read out any text under their fnger 
(Figure 1g). Users can also swipe left and right to explore buttons. 
If they believe the detected text has errors, users can modify the 
machine-detected labels in this virtual mode through the pop-out 
menu with a list of actions, including deleting, splitting (e.g., split 
button “express cook 2 defrost” into 4 buttons) (Figure 3a), and 

Figure 3: Edit Button Interface. Users can split a button (a) or 
merge multiple buttons (b) in the virtual model. 

merging buttons (e.g., merge buttons “defrost”, “weight” into one) 
(Figure 3b). 

The live interaction mode helps users use an interface while 
moving their fnger on the physical appliance interface Figure 1. 
After entering this mode, a message will show up to tell the user to 
aim their camera at the interface as steadily as possible and move 
their fngers on the interface. The app will frst try to locate the 
interface using the reference image and announce audio feedback 
“Aim camera at appliance.” When successfully locating the appliance, 
background music will play and users can start putting their fnger 
onto the appliance. The system will locate the user’s fngertip and 
match its position with the reference image, reading out any text 
being touched by the user. The details of interface and fngertip 
matching will be discussed in section 2.3. 

2.2 Interface Image Processing 
The image processing part labels the interface image. To ensure 
that the image has good quality so that models can perform well, 
the app frst will examine the image quality in terms of blurriness 
and lighting by calculating a score for each to check whether it 
meets a pre-defned threshold. The blurriness score is calculated 
by converting the image’s color space from RGB to grayscale, then 
calculating the variance of grayscale’s Laplacian. The lighting value 
is acquired by getting the mean of the HSV color space of the image. 

Secondly, we use Google Cloud Vision API [2] to perform OCR on 
the image to fnd text-labeled buttons. A limitation of this method 
is that icon-based buttons cannot be detected, which requires future 
work. Successful results will contain detected text and their bound-
aries in sentence, phrase, and word levels. Results with low level 
of confdence will be excluded. We generate approximate button 
boundaries for each word, merge buttons that overlap or are too 
close to each other, and expand the machine-returned borders pro-
portionally based on the interface size and button numbers. Here, 
although some texts on the interfaces might not be buttons thus 
are false positives, users can easily remove them, which could be 
easier to modify than the cases of missing buttons. Additionally, 
although the button boundaries are estimated, we designed them 
to have small margins to lower the risk of users missing the button. 
Finally, the app will build a feedback look-up table for image grids 
and buttons. 

2.3 Interface and Finger Matching in Live 
Interaction Mode 

Another major yet challenging part of the VizLens system is de-
tecting the text pointed (and covered) by users’ fngers in the live 

https://vizlens.org/
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mode. After some iterations and experimentation, to locate the 
interface from the camera and match it with the reference image 
in storage, we settled with Speeded Up Robust Features (SURF) [1], 
using FLANN with knn. To locate the fngertip, we frst let users 
specify which fnger they would use to point in the settings, then 
use Apple Vision hand recognition model [9] to fnd the point in 
the camera, and use SURF again to translate it into the position on 
the reference image. 

2.3.1 Design and Technical Iterations. We tried to use a QR code 
for the interface matching issue: we would generate a QR code for 
each reference image and let the user place a printed code beside 
the interface so that later the system can use the code as an anchor. 
However, this approach requires additional user efort to print out 
the code and is not sufciently lightweight. 

As for fngertip matching, our previous attempt of using skin 
color thresholding [12] shows less robust results on fngertip detec-
tion. We observed that BVI users may navigate with the hand open 
instead of doing a pointing gesture when using appliances. With 
the pointing gestures, diferent users may prefer diferent fngers 
for exploration. All these motivate us to switch to hand tracking 
with Apple Vision, which enables the system to detect any fnger’s 
position and enables users to choose their preferred fngers. 

2.3.2 Limitations. Despite the improvements in supporting diverse 
use cases, the SURF method currently cannot perform very well 
in the following two situations: i) appliances with shiny or refec-
tive surfaces, which brings inconsistent visual features that are 
challenging to match; ii) Interface matching algorithms fail to fnd 
enough feature matches if a large portion of the interface is covered 
by the hand. However, the more parts of the hand is shown, the 
better the hand tracking algorithms can perform. The nature of the 
task causes a trade-of. 

3 DATA COLLECTION AND FUTURE WORK 
VizLens is published as a free app with the option for users to 
decide whether to participate in our IRB-approved research study 
at any time. While necessary data is securely stored on the Firebase, 
only when a user opts into the IRB we will use their data for our 
study. The research data is not stored with personal information 
like names and emails, but tagged by anonymous user IDs. In this 
section, we will introduce the user data collected by us and research 
questions we can answer given those data and future work. 

3.1 Data Collection 
Upon registration, the user is asked whether they would like to 
opt into the IRB with study details. For IRB opted-in users, we 
collect and analyze their app usage logs that primarily focus on 
two aspects: (1) Interfaces: including the interface image, detected 
buttons, frequency of using it on both virtual and interaction modes, 
timestamps, and low-quality images that were not able to be au-
tomatically processed. (2) App usage: a list of activity logs with 
timestamps, including session start and end time, sequence of views, 
interactions, errors, usage time when navigating interfaces, and 
device angles while being used by the user, specifcally when the 
user is taking the photo or use the live interactive mode (which 
requires pointing the camera to the interface). 

3.2 Research Questions 
3.2.1 RQ1: What kind of interfaces are BVI users mostly interested to 
use? Based on the interfaces users added, we would like to analyze 
the distribution of interface types. Interfaces could be grouped in 
terms of in-home appliances versus public ones, buttons with text 
versus buttons with icon, physical interface (e.g. microwave) versus 
digital ones (tablet). We hope to answer those questions based 
on the interface data (both successful and failed ones) we collect 
from users by building an afnity diagram. Currently, most of the 
appliances are physical ones from home with text-based buttons, 
like microwaves and ovens. 

3.2.2 RQ2: How do BVI users use VizLens, such as their preference 
of Virtual Mode vs. Live Interactive Mode? With activity logs, we are 
able to analyze and compare the time users spend in virtual mode 
versus live interaction mode. If a user uses virtual mode a lot, what 
could be the reason, and what information are they trying to get 
from it? Is it because they fnd interaction mode not very efective? 
Or they are able to use the appliance directly after learning the 
layout of all buttons on the screen? We also plan to interview or 
set up surveys with active users to learn from their experience in 
more detail. 

3.2.3 RQ3: What are some challenges that happen during a user 
journey? When a user tries to use a fat interface with Vizlens, 
challenges could come from the system side, which means errors 
brought by system’s performance like OCR detection accuracy and 
SURF matching accuracy, and from the user side, such as not able to 
aim camera at the interface well. Understanding those challenges 
could provide design implications for future assistive tools. We 
log all errors users would encounter during their usage of our 
app, including system-side errors (e.g., bugs, internet connection), 
and user-side unsuccessful attempts to use the app (e.g., failure 
to add images because of image quality). Among 317 users who 
encountered errors, 48 encountered interface uploading failure 
because of bad Internet connection. 

Furthermore, 68 users encountered failure to take qualifed im-
ages, and there are 654 failed attempts to upload images in total. 
From invalid image dataset and users’ email feedback, we learned 
that it is hard for users to i) aim the camera steadily; ii) know their 
surrounding’s lighting condition; iii) ensure important elements 
are captured by the camera; iv) know whether their appliance has 
text on buttons, or just icon, which cannot be detected by OCR. The 
camera aiming issue also persists in live interaction mode, which 
also requires users to aim the camera at the interface and the fnger. 

To address this, besides fne-tuning the image quality thresh-
olds, we plan to use invalid images and Gyroscope information we 
collected to understand how BVI users hold their devices when 
taking pictures, to get insights on designing better camera aiming 
techniques and prompts. 
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